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A Comprehensive Study of the Capabilities of Large
Language Models for Vulnerability Detection

Benjamin Steenhoek
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ial for code guuruuon and other software engineering
tasks. Vulnerability detection is of crucial importance to mainta
ing the security, integrity, and trustworthiness of software systems.
Precise vulner; ity detection requires reasoning about the code,
making it a good case study for exploring the limits of LLMs’
reasoning capabilities. Although recent work has applied LLMs
to vulnerability detection using generic prompting techniques,
their full capabilities for this task and the types of errors they
make when explaining identified vulnerabilities remain unclear.
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Abstract—Large Language Models (LLMs) have

LLMs Cannot Reliably Identify and Reason About Security Vulnerabilities (Yet?):
A Comprehensive Evaluation, Framework, and Benchmarks
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been sug-
gested for use in automated vulnerability repair, but bench-
marks showing they can consistently identify security-related
bugs are lacking. We thus develop SecLLMHolmes, a fully au-
tomated evaluation framework that performs the most detailed
investigation to date on whether LLMs can reliably identify
and reason about security-related bugs. We construct a set
of 228 code scenarios and analyze eight of the most capable
LLMs across eight different investigative dimensions using
our framework. Our evaluation shows LLMs provide non-
deterministic responses, incorrect and unfaithful reasoning,
and perform poorly in real-world scenarios. Most importantly,
our findings reveal significant non-robustness in even the most
advanced models like ‘PaLLM2’ and ‘GPT-4’: by merely chang-
ing function or variable names, or by the addition of library
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tasks, for example introducing vulnerabilities into source
code [8], [9] and software testing [10]. Unfortunately, there
is no standardized and automated approach to evaluate the
performance of LLMs at identifying vulnerable code. We
fill this gap by introducing SecLLMHolmes, a generalized,
fully automated, and scalable framework to systematically
evaluate the performance (i.e., accuracy and reasoning capa-
bilities) of LLMs for vulnerability detection. Our fmmu\ork
[t the capabilities of a given LLM as a security ant
across eight distinct dimensions: (1) deterministic response,
(2) performance over range of parameters, (3) diversity of
prompts, (4) faithful reasoning, (5) evaluation over variety
of vulnerabilities, (6) assessment of various code difficulty
levels, (7) robustness to code augmentations, and (8) use in
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VulDeePecker: A Deep Learning-Based System for
Vulnerability Detection

Zhen Li*?, Deqing Zou**#, Shouhuai , Xinyu Ou*, Hai Jin",
Sujuan Wang®, Zhijun Deng* and Yuyi Zhong*
*Services Computing Technology and System Lab, Big Data Technology and S
Cluster and Grid Computing Lab, School of Computer Science and Technology,
Huazhong University of Science and Technology
deqingzou@hust.edu.cn

TSchool of Cyber Securit

d Computer, Hebei Universi

4Shenzhen Huazhong University of Science and Technology Research Institute
Department of Computer Science, University of Texas at San Antonio

Abstract—The automatic detection of software vulnerabilities
is an important research problem. However, existing solutions to
this problem rely on human experts to define features and often
miss many vulnerabilities (i.e., incurring high false negative rate).
In this paper, we initiate the study of using deep learning-based
vulnerability detection to relieve human experts from the tedious
and subjective task of manually defining features. Since deep
learning is motivated to deal with problems that are very different
from the problem of vulnerability detection, we need some guiding
principles for applying deep learning to vulnerability detection. In
particular, we need to find representations of software programs
that are suitable for deep learning. For this purpose, we propose
using code gadgets to represent programs and then transform
them into vectors, where a code gadget is a number of (not
necessarily consecutive) lines of code that are semantically related
to each other. This leads to the design and implementation
of a deep learning-based vulnerabil i

Inerability Deep Pecker (VulDeePecker). In order to evaluate
VulDeePecker, we present the first vulnerability dataset for deep
learning approaches. Experimental results show that VulDeeP-
ecker can achieve much fewer false negatives (with reasonable
false positives) than other approaches. We further apply VulDeeP-
ecker to 3 software products (namely Xen, Seamonkey, and
Libay) and detect 4 vulnerabilities, whi
the Vi ility { y" patched
by the vendors when releasing later versions of these products;
in contrast, these vulnerabilities are almost entirely missed by
the other vulnerability detection systems we experimented with.

I. INTRODUCTION

that the number of vulnerabilities registered in the Common
Vulnerabilities and Exposures (CVE) was approximately 4,600
in 2010, and grew to approximately 6,500 in 2016 [4]. An
alternate approach is to automatically detect vulnerabilities in
software programs, or simply programs for short. There have
been many static vulnerability detection

for this purpose, ranging from open source tools [6], [11],
[52], to commercial tools [2], [3], [7], to academic research
projects [19], [28], [32], [37], [38], [49], [59]. [60]. However,
existing solutions for detecting vulnerabilities have two maj
drawbag imposing intense manual labor and incurring high
false negative rates, which are elaborated below.

On one hand, existing solutions for vulnerability detection
to define features. Even for expert:
ive, and sometimes error-prone ta

of the complexity of the problem. In other word:
the identification of features is largely an art, meaning that t
quality of the resulting features, and therefore the ctiveness

i i , varies with the individuals who
define them. In principle, this problem can be alleviated by
asking multiple experts to define their own fe:

a combination of these features. Ho

more tedious work. As a matter of fact, it is

to reduce, or even climinate whenever po

on the intense labor of human experts. This can be justified
by the trend of cyber defense automation, which is catalyzed
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Accuracy = (TP+TN) / (TP+TN+FP+FN)
Precision = TP / (TP+FP)

Recall = TP/ (TP+FN)

F1 Score =TP /TP + 1/2(FP+FN)

True negative (TN) False positive (FP)

False negative (FN) True positive (TP)
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* Accuracy = (TP+TN) / (TP+TN+FP+FN)
* Precision = TP/ (TP+FP)

« F1Score=TP /TP + 1/2(FP+FN)




E-new_component-2 #35

Y Conversation 0 < Commits 1 5

[0 changes from all commits ~ File filter ~

Q_ Filter changed files

django.nV-3.0-safe
[ requirements.txt
taskManager
[ urls.py
django.nV-3.0/taskManager

[ settings.py

) Checks 0

Conversations ~

Files changed 3

& 03 files viewed

django.nV-3.0-safe/requirements. txt (CJ

Django==3.2.16

Django==3.2.16
BeautifulSoup

Beau

django.nV-3.0-safe/taskManager/urls.py [CJ

+13,9 @@

from django.urls import re_path

django.urls import re_path
rom rest_framework import permissions
rom drf_yasg.views import get_schema_view
rom drf_yasg import openapi
from taskManager.views import ( on taskManager.views import (
accounts, accounts,

ogtag

schema_view = ge
openapi. Info(
title="Snippets API",

hema_view(

Edit  <>Code v

+23 -2 mmmm

[ Viewed
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anthropi id haiku-20241022 89455782312 ( 9241071428571 E 9 82608 (18) 0.72096237096237! ) 86938775510204

thi c id net-2 2 3 0.9857142857142858 (1) 0.99375 (1)
anthropic.claud haiki 0307-v1:0 7 0 2 9 0.875

anthropic.claud 25 (6)

pic.claude-3-sonnet-20; v 2 93571 71428 940625 (11) 0.660496249781964 ( 0.6533596¢

1)

3-sonnet-20,

3-sonnet-20241 ).7619047619

7460317,

0816326530

755102

190476190477 (6) 0.902040816326!

5238095

0.9857142857142858 (1) 0.99375 (1) 14428904428 (13)
238095

mand-r-plus-

3-1-405b-instruct-v1:0 0.8214285714285714 (1)

ss.meta.llama3-2-90b-instruct-v1:0

306060606060606 (18 926704545454 1 0.6729024943310657 (

-instruct-v1:0 2773109 (

net-20;
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Andrej Karpathy &
@karpathy

The hottest new programming language is English

9:14 AM - Jan 25, 2023 - 2.3M Views

2,672 Retweets 408 Quotes 204K Likes 1,268 Bookmarks



System prompt:
You are a security engineer.

VS

You are a senior security engineer working for an IT
company.



System prompt:

You are a security engineer.

VS



e Chain-of-thought
e Persona

e Order of words

o TN vsota

e Ensemble LLMs



Chain-of-thought

(a) Few-shot

[Q: Roger has 5 tennis balls. He buys 2 more cans of tennis |
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: The answer is 11.
Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are

there?
A:

(Output) The answer is 8. X

(c) Zero-shot

/Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: The answer (arabic numerals) is

(Output) 8 X

(b) Few-shot-CoT

Q: Roger has 5 tennis balls. He buys 2 more cans of tennis\
[ balls. Each can has 3 tennis balls. How many tennis balls does |

he have now?
A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11.

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A:

(Output)

5. The answer is 4.

(d) Zero-shot-CoT (Ours)

/ Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are blue. How many blue golf balls are
there?

A: Let’s think step by step.

(Output) T




Chain-of-thought

[»] Model Evaluation Time Precision W Precision Recall

anthropic.claude-3-sonnet-20240229-v1:0 257 0.9238095238095239 (8) .925 (14) 0.8928571428571429 (1)

anthropic.claude-3-sonnet-20240229-v1:0 2 0.9119047619047619 (18) .909375 (18) ).8499999999999999 (5)




Persona




Persona

ID Recall
39 You are a senior security engineer.

40 You are a senior security engineer working for an IT company.
41 You are a senior security engineer working for an IT company using GitHub

0.8928571428571429 (1)
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0.8571428571428571 0.8840155945419104
meta.lla st v1:0 g ) 0.8125 (1)

m

0.8543494152046783
(1



ID | Model Precision W Precision Recall W Recall F1 Score W F1 Score Accuracy

138 100 AND 137 0.9238095238095239 0.925 (19) 0.9432234432234432 0.9254807692307693 0.9317460317460318 0.9243055555555556 0.963265306122449
’ m U} M M (1

- (16)

Llama + Claude



System: You are a security engineer working for an IT company. You have to answer the given question without making it up. Please answer questions, focusing mainly

on the diff in the code.

Perform a comprehensive review of the provided diff(code changes), evaluating them with the questions.

Think step-by-step and then answer. Do not try to make up an answer.

Pay special attention to the following questions:

1. Identify new HTTP API endpoints or new user-input parameters to existing endpoints.
2 -

3 -

Below is the changed code, ignoring the headers in the diff, + is new code, and - is deleted code. Please focus on the newly added code:
AiffH{diff}</diff>

Below the associated files are the original code of the changed code. The code below is for reference only and should not be used to answer questions:

{associated_files)>{associated files}</associated_files)

IMPORTANT: RESPOND **QNLY#** WITH THE JSON STRING IN THE FOLLOWING FORMAT, WITHOUT ANY MARKDOWN FORMATTING, CODE BLOCKS, OR ADDITIONAL TEXT.

Answer example:

<{example>

{"new_endpoint": {"explanation": "detailed explanation", "result": boolean}, "vulnerability": {"explanation": "detailed explanation", "result": boolean}, "patch":
{"explanation": "detailed explanation", "result": boolean} ---}

{/example>
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e anthropic.claude-3-haiku-20240307-v1:0

e anthropic.claude-3-sonnet-20240229-v1:0

e anthropic.claude-3-5-haiku-20241022-v1:0
o anthropic.claude-3-5-sonnet-20241022-v2:0
e anthropic.claude-3-7-sonnet-20250219-v1:0 (YLHr2 &)
e  cohere.command-r-plus-v1:0

e  cohere.command-r-v1:0

e  meta.llama3-1-405b-instruct-v1:0

e us.meta.llama3-2-90b-instruct-v1:0

° us.amazon.nova—-pro-v1:0

® us.amazon.nova-lite-v1:0

° us.amazon.nova-micro-v1:0
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e anthropic.claude-3-haiku-20240307-v1:0

e anthropic.claude-3-5-haiku-20241022-v1:0

o anthropic.claude-3-5-sonnet-20241022-v2:0

e anthropic.claude-3-7-sonnet-20250219-v1:0 (YLHr2 &)
e  cohere.command-r-plus-v1:0

° cohere.command-r-v1:0

° us.meta.llama3-2-90b-instruct-v1:0
° us.amazon.nova—-pro-v1:0
° us.amazon.nova-lite-v1:0

° us.amazon.nova-micro-v1:0



Good at

Deductive or inductive reasoning
(e.g., riddles, math proofs)

Chain-of-thought reasoning
(breaking down multi-step problems)

Complex decision-making tasks

Better generalization to novel
problems

Bad at

Fast and cheap responses
(more inference time)

Knowledge-based tasks
(hallucination)

Simple tasks (“overthinking”)
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(B ZE x3| )t ASSICHACHE 2t LIE =R USE A ES.
ID | Model 'IE"i:: mion Precision W Precision Recall W Recall F1 Score W F1 Score Accuracy

us.anthropic.claude-
3-7-sonnet-
20250219-v1:0

0.961904761904762 (7)

0.9380952380952381

us.deepseek.r1-v1:0 539 (10)

0.93125 (22)

0.8183640920483027
(22)

0.7899187768752987
(31)

0.7741028708133971
(26)

0.7367683946488295
(38)

0.8629800307219663
(18)

0.8262250354687329
(33)

0.8326612903225806
(24)

0.784420359052712
(36)

0.92653061224489
(25)

0.89795918367346
(43)
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New cost and usage report Save to report library

Cost and usage graph info

Total cost Average daily cost Service count

$89.79 $2.36 2

Costs ($)

20

Nov-13 Nov-16 Nov-19 Nov-22 Nov-25 Nov-28 Dec-01* Dec-04* Dec-07* Dec-10* Dec-13* Dec-16* Dec-19*
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Cost and usage graph info

Total cost Average daily cost

$66.89 $2.23

Costs ($)

20

Nov-02 Nov-04 Nov-06 Nov-08 Nov-10 Nov-12 Nov-14 Nov-16 Nov-18 Nov-20 Nov-22 Nov-24 Nov-26 Nov-28 Nov-30




Brainiac workFLOW

Improve fetch_og_tag for customer

ubp.com

Type Answer Accuracy Reason
1 new_endpoint Yes 95% A new HTTP API endpoint is added in the form of the function,
which makes a GET request to with various parameters.
2 vulnerability Yes 100% The 'scrapfly' function uses a hardcoded API key ('scp-live
) which could be a security vulnerability i1f exposed.
3 auths No 90% No significant changes or additions to authentication and
authorization mechanisms are visible in this diff.

4 secrets Yes 100% The unction contains a hardcoded API key ('scp-live-
D) which 1s sensitive information.

5 pil No 85% There doesn't appear to be any new collection of
personal information in the added code.

6 new_package No 90% The diff does not show any changes to package manager
files or explicit addition of new external packages.

7 security_patch No 85% The changes do not appear to be explicitly patching any
security vulnerabilities, but rather adding new functionality.
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Brainiac w
Added "is_force_update’ for updating channel and mcls manually

ttps com

model_id: meta.llama3-1-405b-instruct-v1:0

No Type Answer Reason

1 new_endpoint True
'api_private_channels_info'
2 vulnerability False

user-input parameter 'is_force_update' has been added to the existing endpoint

No security vulnerabilities are detected in the new code.

o auths No changes or addi ns to authentication and authorization are

detected.
4 secrets

No sensitive informat . Brainiac

code. remove sandbox push-providers from api response
5 pii No collection of https:/github.com
new_package No new exter| model_id: meta.llama3-1-405b-instruct-v1:0

security_patch No changes thi
No / Ans!

ndpoint True New HTTP API endpoints have been added, including '/applications/sandbo
(fcmlapns |huawel | apns_voip| fcm_voip |hua iplcalls_apns

I ty False o obvious security

bilities are present in the new code
auths True Changes have n made to authentication and

authorization, including the addition of a new 'is_sandbox' parameter

4 secrets False

secrets are present in the new code

5 pii False

information is present in the new code

No sensitive information or hard-coded
No collection of personal

6 new_package False No new external
packages have been added
security_patch False No changes have been made to

patch security vulneral




Brainiac WORkrLOW

whatsapp integration

https:/github.com/

model_id: meta.llama3-1-405b-instruct-v1:0

No Type Answer

Reason

1 new_endpoint True New HTTP API endpoints are added: /bots/{bot_userid}/integrations/,
/bots/{bot_userid}/integrations/{integration_id}/, and
/omega/webhook/applications/{app_id}/bots/{bot_id}/channels/{channel_id}/channel_bindings/{channel_binding_key}/
2 vulnerability False
obvious security vulnerabilities are detected in the new code

3 auths True Changes are made to
authentication and authorization in the new code, specifically in the _integration.py file

4 secrets False
No hard-coded secrets are found in the new code

5 pii True Personal
information is collected in the new code, specifically user IDs and phone numbers

6 new_package False
New external packages are not added in the package manager

7 security_patch False

changes are made to patch security vulnerabilities in the new code




Brainiac
Update cror rusted relationships (dev)
https:/github.com

model_id: meta.llama3-1-405b-instruct-v1:0

No Type Answer
Reason
1 new_endpoint F e No new HTTP API endpoints or user-

input parameters are introduced in the provided diff.
2 vulnerability True The change in the condition test from ‘'StringEqua to 'StringlLike' and the introduction of wildcards in the values may potentially

introduce a security vulnerability by allowing more permissive access, but without more context, it's difficult to determine the likelihood of exploitation.
3 auths False There are no changes or additions to
authentication and authorization mechanisms in the provided diff.

secrets Fa No hard-coded secrets
are introduced in the provided diff.
5 pit False There is no collection
of personal information in the new code.
6 new_package False No new external
packages are added in the package manager.
7 security_patch False There are no changes that
explicitly patch security vulnerabilities.




Auths

‘ Brainiac WORKFLOW 414 PM
fix typo

https:/github.com

model_id: meta.llama3-1-405b-instruct-v1:0

No Type Answer

Reason

1 new_endpoint False No new HTTP API
endpoints or user-input parameters are added.

2 vulnerability False No security vulnerabilities are detected in the new co
The change is a permission update, which does not introduce a vulnerability.

3 auths True A change is made to the authentication and authorization logic, specifically
updat1mq the permission from MODERATION_SUPERSUPERGROUPCHANNEL_VIEW to MODERATION_SUPERGROUPCHANNEL_VIEW.
secrets False No sensitive information or

hard-coded secrets are found in the new code.

5 pii False No collection of personal
information 1s detected in the new code.

6 new_package False No new external
packages are added in the package manager.

f 2 security_patch False No changes are made
to patch security vulnerabilities.




New package

Brainiac WoRrkrLOW
Announcement on EKS (#19805)

https:/github.com

model_id: meta.llama3-1-405b-instruct-v1:0

No Type Answer Reason
1 new_endpoint False No new HTTP API endpoints or user-input parameters are
introduced in the provided diff.
2 vulnerability False No security vulnerabilities are detected in the
new code.
8 auths True Changes are made to authentication and authorization, specifically in the

class and the file.
4 secrets False No sensitive information or hard-coded secrets are found
in the new code.
5 pii False No collection of personal information is detected 1in
the new code.
6 new_package True A new exter package "kubernetes  1is added in the "requirements
py3.8.txt" and "requirements.in’ files.
4 security_patch False No changes are made to patch security
vulnerabilities.




Security patch

I Brainiac WORKFLOW

https:/github.com

model_id: meta.llama3-1-405b-instruct-v1:0

No Type Answer Reason

1 new_endpoint False No new HTTP API endpoints or user-input parameters
are added.

2 vulnerability False No security vulnerabilities are detected in the new code. The change is a
simple conditional statement update.

3 auths False No changes or additions to authentication and
authorization are made.

4 secrets False No sensitive information or hard-coded secrets are found in
the new code.

5 pii False No collection of personal information is detected in
the new code.

6 new_package False No new external packages are added in the package
manager .

7 security_patch True The change seems to be related to a security patch, as indicated by the comment
referencing a security issue (SECURE-522).
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Page 7. https://www.akooda.co/blog/large-language-models-explained

Page 43. https://sebastianraschka.com/blog/2025/understanding-reasoning-lims.html
Page 43. https://news.mit.edu/2024/reasoning-skills-large-language-models-often-overestimated-0711
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